ECE 604- PSET 3 Solution

1. First note that E[g—z] =1l=n),E [S—l] which — that E[g—] =1
Therefore

BIZ% = 3 Blgt) = mEIg = =

Also (from the previous problem set) E[X;|S,] = 15, and therefore E[S,,|S)] = 2.5,,.
Now: E[Sp|Sm] = Sm + 37 erlE[X|S | = Sm + i1 BIXj] = Sm + (n —m) from the
independence of {X,,11,...,X,} and S,

In this problem note the difference between the division of two r.v’s and conditioning.

2. a)

1
pxy(z,y)=—, 0<y<z<l1
X

Note Px y(z,y) can be written as Pxy(z,y) = 1[y§x}%, 0<z<1.
Now:

zq
px () =/ px,y(%y)dy:/ —dy =1
Ry 0o X

or X is uniformly distributed in [0, 1].
b) This just follows from the fact that:
PX,Y(xa y) 1

pyix(zly) = W:; y €0, 7]

= 0 otherwise

or Y is uniformly distributed on [0, z].
c)
r 1] x
E[Y|X = ] =/ ypy|x (ylz)dy =/ y—dy =3
Ry 0o T 2
d) First note that since Y > 0 we have:

PX?2+Y?<1X+2)=PY <V1-X2|X =2)=PY < V122

Therefore if \/1 —22>zor0<z< % we have Py x(Y? < v/1—22) =1 On the other

hand if x > f then we know form the fact that Y is uniformly distributed in [0, z] that:

Py x(Y <V1—2?) = T



Hence,

P(X?4+Y%2<1) = ; P(X?4+Y?<1|X = 2)px(x)dx
X

1
= /P(X2+Y2§1|X:z)da:
0
£ 1 ./ 2
1_
_/ﬁldaﬂ— VT
0

L X
V2

o1, 1+ % 1
= 54-11 % _ﬁ
= In(1+V?2)

3. Z=X+Y and px,y(z,y) = L @) 2.9 > 0.
Using the formula given on Page 15 Chapter 1 of the notes:

pz(z) = /RPX,Y(U,Z—U)dU

z
= /Eefzdz
0o 2

22

= —6_

2

z

where we use the fact that Py y(z,y) =0ify <0 or z <0.

4. a)
PU=X) = P(X<Y)= /OOO P(X < Y|X = 2)Px (2)de

= / e M \e A dg:
0
A

A+ p
b) Now for w > 0
PU<u,W>w)=PU<u,W>w,X<Y)+PU<u,W>w,X>Y)

and
PU<u,W>w,X<Y) = P(X<uY>X+w)= / Ne M e—m(@tw) g,
0
= A e (1 — e~ )
A+ p
Similarly,

H e—Aw(l _ e—()x-‘ru)u)

PU<u,W>w,X>Y)= N a

Therefore for 0 < u < u+ w < oo we have:

A
P(U < u, W > w) = (1—e M) (m“w * AiuA) = f(u)g(w)

2



and so since the joint distribution factors into a product of a function of u and a function
of w the two r.v’s are independent.

c¢) This follows from the fact that the r.v’s are continuous.

d) Let Py x4y (y|u) denote the conditional density of ¥ given X +VY = w.

py.x+y (Y, u)
px+y(u)
px(u—y)py (y)
Jo px (u — x) Py (z)dx
AZe—Au 1

Nue= My

py|x+v (Y, u)

showing that the conditional distribution of Y given X + Y = u is uniform in [0, u].

5. We are given that X and Y are jointly Gaussian with 0 mean, unit variances and correlation p.
Let Z denote the column vector (X,Y)7

Hence the characteristic function is given by

Cy(h) = E[e/Z] = ¢~ 3lRhA

where R171 = R272 =1 and Rl,g = R271 = p.
Now let W = col(X +Y,X —Y) then W = AZ where A is a matrix given by:

St

and hence the characteristic function of W is
Cw (h) = o~ 3[A"RAR}]

and A*RA is the matrix given by:

| 2(14p) O
A‘l 0 2(1—;})]

that shows that cov(X +Y, X —Y) = 0 implying that X +Y and X — Y are independent given
that X and Y are jointly Gaussian. Moreover we have that X +Y is N(0,2(1+p)) and X — Y
is N(0,2(1 — p)).

6. Let us find the distribution of Y. We need to consider 3 casesY > a,Y < —aand —a <Y <a

Fory >a

PY<y = Pla<Y<y)+P(-a<Y <a)+PY < —a)
= Pla<—-X<y)+P(-a<X <a)+P(X >a)
= P(—a>X>-y)+P(—a< X <a)+P(X >a)
= P(X<y)=2x(y)



Similarly for —a < y < a we have P(Y < y) = ®x(y) and for y < —a we can also show that
P(Y <y) = ®x(y) showing that Y has a N (0, 1) distribution.

Now let p(a) = E[XY] and ¢(x) denote the N(0,1)density

pla) =E[XY] = /a 22 (x)dx — /ﬂ 22 (x)dx — /OO 22 p(x)dx

—a e} a

= 1- 4/00 22 (x)dx

Let a* be the root of p(a) = 0i.e. [*°z?¢(x)dz = 0.25 (it clearly exists since [;° z?¢(z)dx = 0.5).
Now if X and Y are jointly Gaussian it would imply that they are independent. But clearly this
is not the case since for a > 0 P(X > a,Y > a) # P(X >a)P(Y > a) as P(X > a,Y > a) =
P(X > a). Therefore X and Y are not jointly Gaussian even if they are individually Gaussian.

7. This problem has been done in the notes.
8 Xpt1= Z]X:’H zP.
a) Let m,, = E[X,,] then using the result of Problem 7 we have:

Mp41 = WMmp
n

noting that mo = 1 we have m,, = E[X,,] = u".

b) Note that by the definition of a branching process conditioned on X, the expected number
of offspring are: X,,u"~" i.e.

E[Xp|Xn] = Xpnp"™™
Therefore
E[X,, X = E[E[XnXm| Xm]] = E[XnXmp" "] = """ E[X7]
Hence:
E[(X, — ") (X — 4™)] = B[XpXp] — ™" = p" " (B[X]] — ™) = 5" Mvar(X)

¢) From the notes P(X,+1 = 0) = g(P(X,, = 0)) where g(z) = > 727 P(Z = n)z" the moment
generating function of Z,,. Now when p = ¢, g(z) = 320, p" 12" = 1%;2

Therefore noting that Xy = 1 we have
P(X, = 0) = g"(0)

Now when p = ¢ = 1, we see g (0) = g(g(0)) = f’pg = % and by induction

™y —~ "
g(0) n—+1

When p # g we have g(z) = > 02, qp"2" = i;pi from which we obtain that:

)y 4" —¢q")
9" (0) = L — gt



